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Abstract:  

Contemporary armed conflicts are characterized by the increasing use of unmanned 

aerial vehicles (UAVs). One key approach is firearm-based defense. This paper presents 

the concept of an innovative trainer based on augmented reality (AR) technology. The 

system integrates a virtual environment generated by the Unreal Engine in real-time 

(including realistic models of drones and firearms) with real-world maps displayed 

through HoloLens 2 glasses. The paper covers the technical design and implementation, 

enabling battlefield simulation. The prototype includes features such as dynamic train-

ing scenario generation, real-time user position synchronization, and realistic UAV 

behavior simulation. Findings highlight AR’s potential in military training while ad-

dressing challenges like GPS integration and cross-environment synchronization. The 

system demonstrates selected capabilities for the future of military training. 
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1 Introduction 

The use of unmanned aerial vehicles (UAVs) in the military sector includes reconnais-
sance, transportation, targeting enemy personnel, and infrastructure destruction. UAVs 
play a significant role on the modern battlefield – as single units or as swarms of inter-
connected drones [1-5]. This statement is substantiated by the widespread deployment 
of UAVs by both parties in the Ukrainian – Russian conflict. Allied drones constitute 
a critical operational asset, whereas adversary UAVs necessitate effective counter-
measures. UAV defense strategies comprise three fundamental phases: detection, 

 
* Corresponding author: Faculty of Mechatronics, Armament and Aerospace, Military Universi-

ty of Technology, gen. Sylwestra Kaliskiego 2, PL-00-908 Warsaw, Poland. Phone: 

+48 261 837 283, E-mail: natalia.daniel@wat.edu.pl. ORCID 0000-0002-8289-4428. 



228 DOI 10.3849/aimt.01965

identification, and neutralization [6, 7]. Counter-drone methods can be categorized 
into destructive (e.g., the use of ammunition, and non-kinetic, e.g., the application of 
electromagnetic waves) and non-destructive approaches (hard, e.g., interception by 
a hunter drone, and soft, e.g., cyber interference that disables the UAV without caus-
ing its physical destruction) [7-10]. A common approach involves the use of 
electromagnetic pulses (EMP), which can disrupt communication or damage the sensi-
tive electronic components of UAVs. EMP devices are often large and cumbersome, 
limiting their practical deployment [8, 11, 12]. An alternative approach involves anti-
drone systems that integrate multiple techniques [13] or the use of small-caliber fire-
arms. However, the effectiveness of small arms is limited due to drones’ mobility and 
small size [8, 14, 15]. 

In countering manned aerial vehicles, weapon systems employing missile and 
gun-based propulsion are commonly used, and these technologies can be adapted for 
UAV neutralization. Various types of projectiles are utilized in UAV defense, includ-
ing nets that immobilize drone rotors, programmable explosive ammunition, and paint 
projectiles that obscure camera lenses, thereby disrupting remote control functionality 
[8, 13, 15, 16]. Established counter-UAV strategies also include the deployment of 
artillery systems for combating drone swarms, utilizing high-rate firepower to effec-
tively disrupt and neutralize multiple UAVs simultaneously [17]. Additionally, 
specific combat strategies utilizing firearms and small-caliber ammunition have been 
proposed, such as the creation of barrage fire. In each of these methods, the precision 
of the shooter plays a critical role in ensuring effective UAV neutralization. One of the 
main concerns is the risk of collateral damage, as there remains a significant probabil-
ity of inadvertently striking bystanders while engaging an enemy UAV [14, 15]. 
Another limitation of this approach is that drones, being small and highly maneuvera-
ble targets, present considerable challenges for effective neutralization, which 
consequently reduces the overall efficacy of this method [8]. Nevertheless, in combat 
situations, every soldier is equipped with a standard-issue firearm, whereas not all 
units have access to dedicated UAV countermeasure systems. In real-world scenarios, 
particularly during unexpected engagements, the most practical solution is the de-
ployment of small-caliber ammunition to neutralize hostile drones. 

Based on a comprehensive literature review, it has been established that the use 
of firearms and small-caliber ammunition remains one of the key methods for counter-
ing UAV threats. Despite the limitations – such as reduced effectiveness due to 
dronesʼ small size and high agility – the methodʼs universality could still be leveraged 
effectively. Training in this domain requires modern methodologies that precisely 
replicate real-world conditions, thereby improving overall training efficacy. Existing 
military training systems predominantly function within confined environments and 
are largely dependent on screen-based simulations [18, 19]. Training systems, such as 
the Polish system called “ŚNIEŻNIK”, facilitate the assessment of trainees’ perfor-
mance in assigned tasks through the utilization of sensor networks, such as those 
detecting infrared radiation [20]. Systems (or their conceptual designs) employing 
virtual reality (VR) or augmented reality (AR) are being developed. An example is the 
Korean Tactical Assault-shooting Drill-simulator (TAD), which, using HoloLens 2, 
allows soldiers to train in tactical scenarios [21, 22]. However, the authors have not 
found any information about systems specifically designed for training in the field of 
UAV countermeasures. To bridge this gap, the authors have proposed a system utiliz-
ing AR technology.  
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The real-world environment is enhanced with statistical data and virtual, three-
dimensional models of UAVs, along with a sample weapon model – an M4A4 carbine 
– downloaded from the internet. With data synchronization, a soldier using AR can 
locate themselves on a map, detect other trainees, and track generated enemy UAVs. 
To enhance battlefield realism, the system is designed to coordinate training so that 
each soldier equipped with a head-mounted display (HMD) can identify allied units 
and neutralize incoming UAVs without multiple trainees targeting the same threat 
simultaneously. The proposed solution, enhanced with realistic scenarios simulating 
modern battlefields, would allow soldiers to rapidly adapt to dynamically evolving 
operational conditions. At the same time, the system would facilitate learning how to 
avoid undesirable situations, such as accidentally striking bystanders during UAV 
neutralization. This could significantly improve both operational effectiveness and 
safety. 

2 Materials and Methods 

The goal of developing a virtual environment is to simulate simplified actions related 
to the elimination of UAV-type flying objects using small arms. To achieve this, 
a training simulator concept has been proposed, which could serve as a supportive tool 
in the soldier training process. A schematic diagram of the developed concept is pre-
sented in Fig. 1. 

 

Fig. 1 Schematic diagram of the proposed concept 

The operational concept of the training system involves transmitting key infor-
mation about objects, including their relative position, distance, and velocity. It also 
incorporates data acquisition for objects identified as system users (5) from external 
sources via satellite navigation (7). On the other hand, data related to virtual objects 
(4) will be inherently integrated into the virtual environment. Firstly, during the initial 
stage of concept development (the area highlighted by a red line in Fig. 1, the methods 
for loading maps (3), drone movement (1) and simulation of gunfire (2) were devel-
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oped.  Since HoloLens 2 lacks the capability to measure GPS location, the authors 
propose using an external GPS module supported by an ESP32 chip, properly integrat-
ed with an internet-based application responsible for generating the real-world map in 
the later stages of concept development. The purpose is to overlay the trainee’s exact 
location on the map and indicate the location of other trainees as well as enemy UAVs 
in relation to it. The map of the real world with markers overlayed on it, in concept, 
will be part of a larger display, the so-called Heads-Up Display (HUD), which will 
display information useful to the trainee, such as the amount of remaining ammuni-
tion, or a compass (6) for orientation in space. The HUD will be implemented using 
Widgets, which are Unreal Engine objects designed for user interface (UI) develop-
ment. According to the proposed concept, the map (web application), glasses 
application, and ESP32 chip with GPS module will connect to the Raspberry Pi server 
as clients, enabling bidirectional data transmission essential for the systemʼs proper 
operation. 

The virtual environment was designed using Unreal Engine 5.0.3 in an applica-
tion dedicated to AR glasses Microsoft HoloLens 2. In order to ensure the correct 
operation of the application, it was necessary to add developer tools to the engine for 
application development in the form of Microsoft OpenXR and Mixed Reality UX 
Tools plug-ins. An integrated development environment (IDE) Visual Studio 2019 was 
used to program the environment’s elements in C++. The selected versions of the en-
gine and IDE are the latest supporting tools for developing applications designed for 
HoloLens 2 glasses. The way the real-world maps are implemented in the trainer is 
shown in Fig. 2. 

 

Fig. 2 The way real world maps are implemented in the trainer 

In the designed virtual environment which simulates the battlefield, the userʼs 
orientation in space is crucial, which requires knowledge of both his own location and 
the coordinates of other users of the system. However, the integration of real-world 
maps with applications developed with the Unreal Engine for HoloLens 2 glasses 
enabling AR is a non-standard approach in the use of this type of device. Due to the 
lack of native tools for handling real-world maps in the engine, it was necessary to 
create the maps in the form of a separate web application to implement them. The web 
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application was developed using Hyper-Text Markup Language (HTML), Cascading 
Style Sheets (CSS) and JavaScript programming language. The maps are generated 
using the Leaflet.js library, the use of which provides the ability to use Open Street 
Maps tiles under the Open Data Commons Open Database License. The complexity of 
the symbols displayed on the map and the need to manipulate them determines the 
implementation of a script outside the utilized library – L.CanvasOverlay.js – posted 
on GitHub under the MIT license. Maps and the virtual environment were implement-
ed as two separate applications, so it is necessary to develop a way to communicate 
between them. Data transfer between the two applications is provided by a server us-
ing the full-duplex WebSocket protocol implemented as a separate application. 

The next stage of concept development is the implementation of three-
dimensional models into the designed virtual environment. Fig. 3a presents a three-
dimensional model of the M4A4 carbine, sourced from the Sketchfab platform under 
Creative Commons Attribution license [23]. In Fig. 3b three-dimensional model of 
a drone sourced from the CGTrader database under Royalty Free No AI license is 
shown [24]. 

 

 

Fig. 3 Models used: a) M4A4 carbine; b) UAV 

The optimization of models for operation in the Unreal Engine was achieved 
through their implementation as so-called Static Meshes, a type of object that allows 
for the precise rendering of geometric details while ensuring high performance in real-
time rendering. This approach guarantees high system performance while preserving 
visual quality. The UAV model maneuvers along a path comprising randomly selected 
waypoints. The simulation of the virtual droneʼs flight accurately replicates the behav-
ior of the physical machine, for instance, by tilting the model in the direction of 
motion. The weapon model is directly integrated with the view provided by the glass-
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es, so that it automatically follows the direction in which the user is currently looking, 
thereby simulating the handling of a rifle. The act of firing is simulated through the 
dynamic generation of a projectile, represented by a small collision-detection area (so-
called hitbox), which facilitates hit detection and enables the assessment of shot effec-
tiveness within the conceptual framework. The shot simulation is initiated by an 
appropriately executed left-hand gesture, triggering the creation of a projectile in-
stance at the muzzle. 

3 Results 

Based on the assumptions of the concept illustrated in Fig. 1, the design process was 
undertaken for the components of the trainer system (1), (2), and (3). The outcome of 
this development consists of three applications that collectively constitute the trainer 
system. Fig. 4 provides a schematic representation of the practical implementation of 
the concept depicted in Fig. 2. 

 

Fig. 4 Diagram of the implementation of the trainer system concept 

The first component of the trainer system is a web application responsible for 
generating a real-world map. Fig. 5 shows the generated real-world map in the form of 
a mini map. 

 

Fig. 5 Generated real-world map 

The marker representing the glasses user (1) is positioned at the center, while the 
remaining markers are distributed around it. If an objectʼs marker is positioned outside 
the area displayed by the mini map, an indicator (2) appears on the map – an arrow 



Advances in Military Technology, 2025, vol. 20, no. 1, pp. 227-237 233

pointing in the direction of the objectʼs location. The concept presupposes the use of 
colors to differentiate between allies and adversaries: blue for friendly forces and red 
for enemy forces. According to the concept, as the user moves, the map will shift rela-
tive to the permanently positioned glasses user marker in the center. The generated 
map is permanently oriented to the north. To enhance the user’s spatial awareness, the 
HUD will include a dedicated compass widget that displays the current position rela-
tive to the Earthʼs topographic north pole. According to the concept, the map will 
utilize the GPS data of the system users and the coordinates of the virtual UAVs, 
which will be converted into GPS coordinates. Another component of the trainer sys-
tem is an application created in the Unreal Engine and executed on HoloLens 
2 glasses. This application is responsible for generating a virtual environment overlaid 
on the real-world using AR technology. The application enables the detection of 
a virtual UAV, the firing of a virtual weapon, and real-time visualization of the envi-
ronmental map. To start the trainer, a WebSocket server must be activated at the start 
of the process. It allows the other two applications to communicate. Then, after 
launching the program on the HoloLens 2 glasses, the virtual environment is loaded 
and the HUD is generated. The HUD is always displayed in front of the system user’s 
eyes and follows the user’s head movements.  

Finally, for the trainer to function properly, the web application must be 
launched. The trainer system becomes fully operational once the glasses application 
and the web application displaying the map successfully establish a connection with 
the WebSocket server. Fig. 6 shows the user-level view after launching the trainer 
application on the glasses. 

 

Fig. 6 View of the trainer in HoloLens 2 glasses. 1 – real-world map, 

2 – carbine model, 3 – UAV model 

A mini map (1) displaying the environment has been positioned in the upper 
right-hand corner, allowing the user to maintain spatial awareness of their own loca-
tion, hostile objects, and other system users at all times. A three-dimensional model of 



234 DOI 10.3849/aimt.01965

the weapon (2) was set up from the perspective of the equipped user so as to represent 
the trainee’s holding of the weapon. This procedure was intended to replicate the natu-
ral shooting stance as closely as possible. A ray emerges from the muzzle to indicate 
the direction of shooting to the user. The three-dimensional model of the UAV (3) was 
appropriately programmed to realistically represent the dynamics and unpredictable 
behavior of the real machine. 

4 Conclusions 

A review of the literature on UAV countermeasures has revealed that soldiers’ stand-
ard-issue firearms constitute a fundamental component of the arsenal employed 
against drones. Nevertheless, the limited experience of soldiers in addressing contem-
porary battlefield threats – particularly operations against drones – significantly 
reduces the effectiveness of this approach. Furthermore, insufficient training in re-
sponding to rapidly evolving threats can not only compromise combat effectiveness 
but also heighten the risk of accidents [14, 15]. Introducing soldiers to the challenges 
of countering UAVs with conventional weaponry would significantly enhance their 
proficiency in this domain. As a result, this would address one of the method's primary 
weaknesses – its limited effectiveness stemming from insufficient experience and 
knowledge in countering modern threats. In response to this problem, the authors of 
the paper have proposed a concept of AR-based trainer system. AR systems, which 
function similarly to VR, represent a potential pathway for the advancement of the 
defense sector. They facilitate the development of realistic training environments, 
including those specifically designed for particular types of armament [21]. The pro-
ject discussed in the paper assumes the design of an integrated system that enables the 
simultaneous training of multiple individuals. According to its design principles, the 
trainer is intended to facilitate communication among multiple system users by dis-
playing their coordinates on a shared real-world map, presented as a HUD on AR 
glasses. Furthermore, the system should accurately simulate the real-world conditions 
that trainees are likely to encounter when confronting the challenge of countering 
UAVs. This is achieved by utilizing a real-time three-dimensional rendering engine 
and appropriately designed training scenarios. The solution presented in this article 
marks the first step towards the practical implementation of this concept. Real-world 
maps have been integrated into the Unreal Engine, and consequently, into the simula-
tion program running on HoloLens 2 AR glasses. Additionally, prototypes of systems 
have been developed – one for controlling the three-dimensional UAV model and 
another for simulating firearm discharge. 

At this phase of development, the system prototype demonstrates considerable 
potential for the application of AR in the training process. Modeling interactions be-
tween the user and the device is essential for both training effectiveness and the 
attainment of educational objectives, facilitating the optimization of learning processes 
and the improvement of practical skills. The use of HMD not only facilitates the visu-
alization of the shooting process but also enables the identification of errors in aiming, 
distance estimation, and coordination with other trainees. The authors’ implementation 
of three-dimensional models is particularly important for simulating realistic scenari-
os. Additionally, the separation of the real-world map into a standalone web 
application and its integration with HoloLens 2 via the WebSocket protocol enables 
the incorporation of maps as part of the augmented environment. This approach repre-
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sents a significant advancement in the development of immersive information systems 
that leverage user location data. 

A limitation of this solution is that the HoloLens 2 AR headset does not have an 
integrated GPS module that would enable real-time user location tracking. As a result, 
the retrieval and processing of trainee coordinates will be handled by a separate GPS 
module operated by a microcontroller within the ESP32 system. Another challenge 
encountered by the authors during the project was the lack of real-world map support 
in the Unreal Engine. This required the development of a dedicated system to perform 
this function. The resulting system, which integrates real-world maps into the Unreal 
Engine, constitutes an innovative solution with potential applications across various 
AR environments. In this paper, the authors have identified several potential directions 
for further project advancements. The first approach involves integrating a GPS mod-
ule to enable users to visualize their real-world location, as well as a server based on 
a Raspberry Pi single-board computer to facilitate communication between the mini 
map and the headset application. Subsequently, it would be necessary to connect two 
pairs of HoloLens 2 headsets, enabling multiple trainees to communicate by determin-
ing their relative positions. Another planned improvement is refining the UAV flight 
simulation so that the drone follows the headset user while performing evasive ma-
neuvers, such as avoiding incoming fire when the user aims a weapon at it. 
Additionally, various training scenarios could be designed, incorporating a wider 
range of drone models. A UI should also be added to enable scenario selection, simu-
lation initiation and termination, and performance evaluation. The trainer system is 
designed in response to the rapidly evolving modern battlefield and the emerging 
threats posed by continuous technological advancements that soldiers must address. 
The anticipated outcome is that the final system, built upon this prototype, could serve 
as a foundation for the development of advanced training solutions. These solutions 
would enhance the capabilities of future soldiers, equipping them to operate effective-
ly in the face of both present and emerging threats. 

Acknowledgement 

The authors would like to thank Mr. Błażej Bassa and Mr. Kamil Drożdżal for intro-
ducing to the topic of AR and demonstrating the potential applications of this 
technology in the military.  

References  

[1] ADAMSKI, M. Effectiveness Analysis of UCAV Used in Modern Military Con-
flicts. Aviation, 2020, 24(2), pp. 66-71. DOI 10.3846/aviation.2020.12144.  

[2] XIAONING, Z. Analysis of Military Application of UAV Swarm Technology. 
In: 2020 3rd International Conference on Unmanned Systems (ICUS). Harbin: 
IEEE, 2020, pp. 1200-1204. DOI 10.1109/ICUS50048.2020.9274974. 

[3] MODEBADZE, V. The Importance of Drones in Modern Warfare and Armed 
Conflicts. KutBilim Journal of Social Sciences and Arts, 2021, 1(2), pp. 89-98.  
e-ISSN 2791-6340.  

[4] LAMMERS, D., et al. Airborne! UAV Delivery of Blood Products and Medical 
Logistics for Combat Zones. Transfusion, 2023, 63(S3), pp. 96-104. DOI 
10.1111/trf.17329. 



236 DOI 10.3849/aimt.01965

[5] CRIOLLO, L., C. MENA-ARCINIEGA and S. XING. Classification, Military 
Applications, and Opportunities of Unmanned Aerial Vehicles. Aviation, 2024, 
28(2), pp. 115-127. DOI 10.3846/aviation.2024.21672.  

[6] FAN, Y., H. LOU and S. YU. Review of the Development Status of UAV Coun-
termeasures. In: Seventh Asia Pacific Conference on Optics Manufacture and 

2021 International Forum of Young Scientists on Advanced Optical Manufactur-

ing. Hong Kong: SPIE, 2022. DOI 10.1117/12.2613542. 

[7] TYURIN, V., O. MARTYNIUK, V. MIRNENKO, P. OPEN’KO and I. KO-
RENIVSKA. General Approach to Counter Unmanned Aerial Vehicles. In: 2019 

IEEE 5th International Conference Actual Problems of Unmanned Aerial Vehicles 

Developments. Kiev: IEEE, 2019, pp. 75-78. DOI 10.1109/APUAVD47061. 
2019.8943859. 

[8] MELNICHUK, A., E.A. KUZINA and N.K. YURKOV. Methods and Means for 
Countering Unmanned Aerial Vehicles. In: 2020 International Conference on In-

dustrial Engineering, Applications and Manufacturing. Sochi: IEEE, 2020. DOI 
10.1109/ICIEAM48468.2020.9112082. 

[9] GUITTON, M.J. Fighting the Locusts: Implementing Military Countermeasures 
Against Drones and Drone Swarms. Scandinavian Journal of Military Studies, 
2021, 4(1), pp. 26-36. DOI 10.31374/sjms.53.  

[10] WYDER, P.M., et al. Autonomous Drone Hunter Operating by Deep Learning 
and All-onboard Computations in GPS-denied Environments. PLoS One, 2019, 
14(11), e0225092. DOI 10.1371/journal.pone.0225092.  

[11] IBEOBI, S. and X. PAN. Study of Electromagnetic Pulse (EMP) Effect on Sur-
veillance Unmanned Aerial Vehicles (UAVs). Journal of Mechanical 

Engineering Automation and Control Systems, 2021, 2(1), pp. 44-53. DOI 
10.21595/jmeacs.2021.21926.  

[12] CHAMOLA, V., P. KOTESH, A. AGARWAL, N.N. GUPTA and M. GUIZANI. 
A Comprehensive Review of Unmanned Aerial Vehicle Attacks and Neutraliza-
tion Techniques. Ad Hoc Networks, 2020, 111, 102324. DOI 
10.1016/j.adhoc.2020.102324.  

[13] ZMYSŁOWSKI, D., P. SKOKOWSKI and J.M. KELNER. Anti-drone Sensors, 
Effectors, and Systems – A Concise Overview. TransNav, 2023, 17(2), pp. 455-
461. DOI 10.12716/1001.17.02.23. 

[14] MIRNENKO V., S. NOVICHENKO, O. DOSKA, P. OPEN’KO, O. AV-
RAMENKO and V. KURBAN. Methodology for Assessing the Level of Threats 
When Using Small Arms Against Unmanned Aerial Vehicles. Advances in Mili-

tary Technology, 2022, 17(1), pp. 107-120. DOI 10.3849/aimt.01486. 

[15] SÖKMEN, A.Z. and H. CANBOLAT. Counter-UAV Systems. Global Journal of 

Engineering and Technology, 2023, 2(8), pp. 32-36. ISSN 2583-3359.  

[16] DUDUSH A., V. TYUTYUNNIK, I. TROFYMOV, S. BORTNOVS’KIY and S. 
BONDARENKO. State of the Art and Problems of Defeat of Low, Slow and 
Small Unmanned Aerial Vehicles. Advances in Military Technology, 2018, 13(2), 
pp. 157-171. DOI 10.3849/aimt.01233. 



Advances in Military Technology, 2025, vol. 20, no. 1, pp. 227-237 237

[17] SHAOHUI, X., et al. Development of a Shooting Strategy to Neutralize UAV 
Swarms Based on Multi-Shot Cooperation. Journal of Physics: Conference Se-

ries, 2023, 2460, 012035. DOI 10.1088/1742-6596/2460/1/012035. 

[18] ŚWIDERSKI, W. and T. GŁOGOWSKI. Analysis of Possibilities for Evaluation 
of Training Simulators Efficiency on the Basis of “SNIEZNIK” System. Prob-

lemy Techniki Uzbrojenia, 2019, 151(3), pp. 31-43. DOI 10.5604/01. 
3001.0013.7303. 

[19] TUTA, J., L. LUIĆ and Ž. CAR. A Conceptual Model of Agumented Virtual and 
Reality in Cadet Training. In: 2019 3rd European Conference on Electrical Engi-

neering and Computer Science (EECS). Athens: IEEE, 2019, pp. 128-133. DOI 
10.1109/EECS49779.2019.00035. 

[20] ŚWIDERSKI, W., T. GŁOGOWSKI, P. HŁOSTA and S. STĘPNIAK. IR Detec-
tion of Impact Places of Projectiles in the Training System “ŚNIEŻNIK”. 
Problems of Mechatronics Armament Aviation Safety Engineering, 2018, 9(2), 
pp. 99-110. DOI 10.5604/01.3001.0012.1104. 

[21] BASSA, B., K. DROŻDŻAL, M. KONOPACKI, K. KLICKI, and N. DANIEL. 
Augmented Reality (AR) as a Visualization Tool for a Missile Launch: a Concep-
tual Example Using the GROM Man-Portable Air-Defense System. Problems of 

Mechatronics Armament Aviation Safety Engineering, 2024, 15(3), pp. 107-120. 
DOI 10.5604/01.3001.0054.7514.  

[22] SHIN, K., H. LEE and J. OH. Introduction to the Extended Reality-based LVCG 
Military Training System for Small Units at Korea Military Academy. Journal of 

Peace and War Studies, 2021, Special ed. ISSN 2641-8428. 

[23]  M4A4 Counter Strike 2 [online]. [viewed 2025-01-30]. Available from: 
https://sketchfab.com/3d-models/m4a4-counter-strike-2-
222fd3948aab45eb9d0cbced9c80308a 

[24] Drone Free 3D Model [online]. [viewed 2025-01-30]. Available from: 
https://www.cgtrader.com/free-3d-models/vehicle/industrial-vehicle/drone-
d79e19a3-4ae8-44c1-999d-d81de12734d1 

 

 

 


