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Abstract:  

This article discusses several methods for computing neutron (resp. gamma) spectrum 
from experimental data. In addition to basic description, we also outline the possibilities 
of propagation of uncertainty. In detail we describe the Maximum Likelihood 
Estimation, which we have applied to computing neutron and gamma spectra from 
experimental data. Moreover, we have found a procedure to determine the uncertainty of 
the resulting spectrum. 
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1. Notation 
• x  - vector (Vectors are printed in bold.)  
• )(XE  - expected value of X   
• gC  - covariance matrix of random vector g  

• )(λPo  - Poisson distribution with parameter λ .  

2. Problem Formulation 
When evaluating experimental data, we often meet so called deconvolution or 
unfolding problem that can be generally formulated as follows: Let )(xg  and ),( yxA  
be (continuous) functions. A (continuous) function )(yf  is to be found such that  
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The above equation models the process of measurement using various devices or e.g. 
the output of a graphical device. It is a Fredholm integral equation of the first kind 
where 

• ),( yxA  is the convolution kernel, a characteristic of the measuring device, 
often called the response function,  

• )(xg  is the experimental data, and  
• )(yf  is the result to be found, 
• I is interval of energies.  

When applied to spectrometry, the following issues arise: 

• In general, there is no analytic solution to the equation (1).  
• The response function ),( yxA  of the measuring device has to be determined. 

It can be done by combination of stochastic (or deterministic) computation 
with an experiment. The uncertainties associated with function A  are usually 
very hard to find. 

Equation (1) has to be solved in discrete form 
 ,= fAg  (2) 

where T
mgg ),,(= 1 Kg , A  is a nm×  matrix, and T

nff ),,(= 1 Kf . ( T  means 
transposition.) In further text, we examine the case nm =  since it is relevant for 
stilbene and NE-213 detectors etc. In this case, 310≈m . 

The interpretation of f , g , and A  is the following: 
• g  is the measured proton (resp. electron) spectrum, i.e. experimental data. 

(Neutrons are detected by means of protons and photons by means of 
electrons.)  

• A  is the detector response function. It is determined by the Monte Carlo 
method and measurement of monoenergetic sources of neutrons and photons.  

• f  is the resulting neutron (resp. gamma) spectrum to be found. (The unit of 
f  is m 2− s 1− MeV 1− .)  

The linear system (2) cannot be solved by usual procedures since the matrix A  is 
usually ill-conditioned. The determinant of our matrix response function for detector 

2020×  mm is 133103|| −⋅=&A . The resulting neutron (resp. gamma) spectrum has to 
satisfy a few conditions originating from its physical properties; above all, non-
negativity is required: nifi ≤≤≥ 10, . 

Remark 
The evaluation of neutron and gamma spectra is very similar. In the following text, all 
the information about neutron (resp. proton) spectra also applies to gamma (resp. 
electron) spectra unless it is explicitly indicated otherwise. 
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3. Overview of Unfolding Methods 

3.1. Direct Inverse 
The simplest way to get the neutron spectrum f  is the direct inverse of the response 
matrix:  

 gAf 1= −  (3) 

Because the system is ill-conditioned, such solution is unstable1. Although the stability 
of the solution can be improved by e.g. singular value decomposition method, its non-
negativity cannot be simply guaranteed. 

3.2. Differentiation Method 
Let us presume about the response function ),( yxA  that it does not depend on the 
energy of the scattered proton x . Then, equation (1) can be differentiated and the 
neutron spectrum expressed as  
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where )(ykε  is the detection efficiency with threshold k . 
The main advantage of this method is, besides its simplicity, the possibility to 

change the energetic scale easily. The main disadvantage is its very low stability, i.e. 
sensitivity to small changes in input data. It is advisable to fit a smooth function to the 
input data before application of this method. 

The importance of this method has been decreased with computer development. 

3.3. Least Squares 
Linear Model 
If the least squares method is used for unfolding, we have to distinguish two phases: 
adjustment and the solution itself. 

The adjustment of the deconvolution procedure means minimizing the expression  

 ,)()(= 12 fAgCfAg g −− −Tχ  (5) 

where gC  is the covariance matrix of the measured proton spectrum [1]. 
Equation (5) can be further extended with another two elements that insert prior 

information about the neutron spectrum and about the response matrix when it is 
parametrized by properties of the proton spectrum. 

The solution is unique but the formula is rather complex. The non-negativity 
condition cannot be guaranteed by linear model and the prior information about the 
neutron spectrum has to be good for the method to be usable at all. (See [1] where the 
least squares method is discussed thoroughly.) 

Examples of unfolding routines using the linear least squares method include 
STAY’SL [2], LEPRICON [3], MSITER and MINCHI [4]. 

                                                        
1 with small change of g , f  changes a lot 
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Non-linear Model 
If we want to ensure non-negativity of the solution, the non-linear model has to be 
applied. The expression to be minimized depends on concrete model but generally, it 
is similar to the right-hand side of equation (5). 

This method results in an iteration process that secures the non-negativity 
condition and is able to employ prior information. Instead of computing components 

if  of the neutron spectrum directly, their logarithms or squares are evaluated. The 
main disadvantage is the possibility of oscillations (mainly when the number of 
iterations is high) which means that the result may be significantly influenced by 
number of iterations. 

The non-linear model is used by e.g. SAND-II [5], GRAVEL [6], and 
LOUHI [7]. 

Linear Regularization 
The method of linear regularization ([8], [9]) comes out from the natural requirement 
that the spectrum values in adjacent energetic groups should not oscillate much; they 
should rather tie together. 

Therefore, we extend the minimized 2χ  expression with some criterion S  for 
”smoothness“ of the solution: 

 ,2 Sαχ +  (6) 

where α  is a parameter (real number). If chosen 0≈α , we might obtain oscillating 
solutions that satisfy the 2χ  criterion very well. On the other hand, bigger values of 
α  result in unrealistically smooth neutron spectra. 

Another degree of freedom is the expression S . A common choice is 

 2
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which is the discrete form of  
[ ]∫ ′′

M

xxf d)( 2 . 

This is known as Tikhonov regularization. 

3.4. Maximum Entropy 
The maximum entropy solves the unfolding problem in the following way: we 
consider the neutron spectrum a n -dimensional random vector. Let the parameters of 
the probability distribution function depend on the proton spectrum g  and the 
response matrix A . Then we take the expected value of this distribution as the 
resulting neutron spectrum. 

Notice 
This approach is especially efficient in few-channel spectrometry. The response matrix 
is strongly rectangular, i.e. the dimension of the neutron spectrum is much higher than 
the dimension of the proton spectrum: )(dim)(dim gf >> . The space of possible 
solutions to equation (2) is immense and the selection of one particular neutron 
spectrum is complicated. 
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 It is known from statistics and information theory [10] that a random vector 

prefers such probability density )(xP  that maximizes the entropy defined as  

 ∫−
N

xPPS d))((log)(= xx  (8) 

Now two questions arise: 
1. What kind of probability distribution to choose? 
2. How to incorporate the information about the proton spectrum and response 

function (matrix) into the parameters of the distribution? 

Multivariate Normal Distribution 
The first distribution that has been used is the multivariate normal distribution. Its 
density function takes the form  

 ( ),2exp=)( 2
1 χα−CP x  (9) 

where 
• 1C  is a normalizing constant, 

• )()(= 12 gxACgxA g −− −Tχ , 

• the parameter α  can be obtained from the condition nE =)( 2χ  (e.g. by 
means of Monte Carlo method). 

Computation of the expected value (which is a vector) is quite complicated for 
this distribution and numerical methods have to be used. For example, the MIEKE 
code [6] uses a Monte Carlo approach with importance sampling. The resulting 
neutron spectrum is estimated as  

 ,1=
1=

j
N

jN
ff ∑  (10) 

where N  is the number of generated samples and jf  is the j -th sample. 

Multivariate Exponential Distribution 
When the normal distribution is replaced with exponential, the computations become 
much simpler [10]. The probability density can be expressed as  

 ( ),exp=)( 2 xAbx TCP −  (11) 

where 
• vector b  is obtained as the solution to a simple non-linear system 

• ( )k
T

n

k
C bA∏

1=
2 =  

The expected value f  can be computed easily: 

 ( ) nif i
T

i ≤≤1,1= bA  (12) 

Further, Weise [11] has proved that for ∞→n  the expected values are identical 
for both distributions (9) and (11). The UNFANA code works in this way [11]. 
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3.5. Maximum Likelihood Estimation 
The maximum likelihood estimation is a standard statistical tool for point estimations. 
For the maximizing of the likelihood function, we use a general iterative algorithm 
called Expectation Maximization (EM in further text), originally developed for image 
reconstruction in astronomy, medicine etc. 

Model Description 
As outlined in the introduction, theoretically both proton and neutron spectrum are 
continuous functions. On the other hand, the measuring device allows measuring the 
values of the proton spectrum only in finitely many points; thus, we divide the real 
axis into finitely many (usually equidistant) energetic intervals (groups). 

Experiments show that if the energetic intervals are narrow enough then the 
number of particles with energy falling into an interval has the Poisson distribution. 
Therefore, it is natural to model the proton (and neutron) spectrum with a random 
vector with Poisson distributed components. For the purpose of simplification, we can 
further assume that the components are mutually independent. 

Derivation of the EM Algorithm 
Let us presume that the neutron spectrum is a random vector T

ni ff )ˆ,,ˆ(=ˆ Kf  which 
satisfies 

1. )(~ˆ ii fPof , i.e. the i -th component of f̂  is a Poisson distributed random 
variable with (unknown) parameter if ; thus, the probability mass function 

(PMF) of component if̂  is 
!

e
i

ix
iif

x
f− . ( ix  is the independent variable.)  

2. The components of f̂  are mutually independent. 
Corollary: The joint PMF of vector f̂  can be expressed as 
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If we consider the proton spectrum g  a random vector T
ni gg )ˆ,,ˆ(=ˆ Kg  and jia  

are components of the response matrix, we can write  

 .1,ˆ=ˆ
1=

nifag jji

n

j
i ≤≤∑  (14) 

Thanks to properties of Poisson distribution we obtain 

1. iĝ  is a Poisson distributed random variable with parameter jji

n

j
i fag ∑

1=
=  

2. The components of ĝ  are mutually independent. (Matrix multiplication is a 
linear transformation.) 

The realization of random vector ĝ  is the measured proton spectrum g . The 

likelihood function of parameters T
nff ),,(= 1 Kf  for g  is therefore 
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The resulting neutron spectrum f  is the one that maximizes (15). Obviously, 
instead of maximizing (15) directly, its logarithm can be maximized:  
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For further simplification, the response matrix can be normalized: 
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In this case, it can be shown [12] that the sufficient conditions for )(fl  to be 

maximized by T
n ),,(= 1 µµ Kμ  have the form  
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for each ni ≤≤1 . From equation (18) we can easily get the iteration formula for the 
EM algorithm: 
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The following properties of the EM algorithm can be proved [13]: 
1. The EM algorithm converges. Moreover, for each k  we get )(<)( 1)()( +kk ll ff .  
2. If the initial approximation (0)f , the whole response matrix A , and the proton 

spectrum g  are non-negative, so are all the approximations )(kf . 

3. For each approximation )(kf   
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which means that the sum of impulses remains constant over all steps, i.e. the 
algorithm only re-distributes them among different energetic groups. 
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4. Propagation of Uncertainties 
The uncertainties of the computed neutron spectrum should, above all, include: 

• Uncertainties originating from the measured proton spectrum. Among others, 
the following contributions can be identified: 

- Uncertainties resulting from the stochastic nature of the 
measurement. 

- Uncertainties resulting from operation of the measuring device.  
- In case of sources with variable emission, the uncertainties resulting 

from output monitoring have to be included. 
- Uncertainties caused by energetic calibration. 

• Possible uncertainties inserted by unfolding. (It does not have to be 
deterministic.) 

• Uncertainties of the response matrix originating from the data and 
computational model used. 

• Uncertainties of the prior information about neutron spectrum (in few-channel 
spectrometry). 

In general, uncertainties can be evaluated in two ways: 
1. Standard usage of the error propagation law. This procedure requires an 

unambiguous, analytically expressed, and roughly linear relation between 
proton and neutron spectrum. The advantages include low computational 
complexity and possibility to evaluate the contributions of each source of 
uncertainty. The main disadvantage consists in limited applicability for 
iterative unfolding methods. If the relation between proton and neutron 
spectrum does not satisfy one of the above conditions, it is sometimes 
possible to simulate it with appropriate function satisfying all of them. 

2. Monte Carlo method. In this case, we generate random modifications of 
input data such that the modifications represent possible variations of the 
input data in the range of their uncertainties. For each generated sample the 
corresponding result is computed. The final uncertainties (variance, 
confidence intervals etc.) are estimated using all of these results. 
This procedure enables the evaluation of type A uncertainties regardless of 
the unfolding method used; when the number of generated samples is 
sufficiently high, the computed uncertainties are very truthful. However, the 
computing complexity is often high and there is no possibility to evaluate the 
contributions of each source of uncertainty. 

Notice 
Uncertainties of type B, which cover e.g. the systematic overrating or underrating of 
the measurement result, can be evaluated by means of very sophisticated 
measurements in referential emission fields and comparison with computed results.  

In the following text, we outline the methods for uncertainty propagation for 
different unfolding procedures. Methods based on direct inverse will not be discussed 
as they are unusable for our concerns. Least squares methods are thoroughly inspected 
in [1]. Therefore, only a brief summary is provided. 
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4.1. Least Squares 
Linear Model 
The covariance matrix for the neutron spectrum can be computed quite easily. It is 
possible for it to include uncertainties of the response matrix as well as uncertainties 
of the prior information 0f . The exact formulas are rather complex and can be found 
e.g. in [1]. 

Non-linear Model and Regularization 
The solution is obtained using an iteration process; because of that, the relation 
between the measured proton spectrum and the computed neutron spectrum is not 
transparent. The standard formulas for uncertainty propagation cannot be used. 

4.2. Maximum Entropy 
When using this procedure, the uncertainties of the resulting neutron spectrum consist 
of two parts: uncertainties originating from input data (i.e. proton spectrum, response 
matrix, and prior information) and uncertainties caused by the stochastic nature of the 
unfolding process. 

Multivariate Normal Distribution 
The covariance matrix of the distribution (and thus of the neutron spectrum) can be 
evaluated by a Monte Carlo approach. If we keep the notation of equation (10), the 
estimation can be expressed as 

 .))((
1

1=
1=

Tjj
N

jN
ffffCf −−

− ∑  (22) 

The covariance matrix describing the ambiguity of the solution has the form  

 ,= 2
am fff CBCCC α−  (23) 

where ACAB g
1= −T . 

Multivariate Exponential Distribution 
The covariance matrix can be computed much more easily than in the previous case; a 
(not very complicated) linear system has to be solved. Exact formulas can be found in 
[12]. On the other hand, there is no simple way to express the ambiguity of the 
solution. 

4.3. Maximum Likelihood Estimation 
The uncertainties of the neutron spectrum can be evaluated using the Monte Carlo 
method. From section 2.5 we know that the neutron spectrum is modelled as a random 
vector with Poisson distributed, mutually independent components. Therefore, the 
covariance matrix of the neutron spectrum is diagonal, i.e. it can be replaced with a 
vector of variances of the components ),,(= 22

1
2

nσσ Kσ . To get the estimator 

),,(= 22
1

2
nss Ks  of 2σ , we repeat the following procedure (for Nj ,1,= K ): 

1. Generate the vector ),,(= 1
j

n
jj gg Kg  of pseudorandom numbers from Poisson 

distribution: )(~ i
j

i gPog . 
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2. Compute the corresponding neutron spectrum jf  (using the MLE-EM 

algorithm).  
3. Store the spectrum jf  into memory.  

The components of 2s  can be then computed as  

 ( ) .1,
1

1= 2

1=

2 niff
N

s i
j

i

N

j
i ≤≤−

− ∑  (24) 

( if  stands for the i -th component of the resulting neutron spectrum.) 

Remarks 
• Practical usage of this approach shows that the uncertainties can be estimated 

very well when we generate several tens of vectors jg  (i.e. 50≈N ). A higher 
number of samples is not necessary because the computed uncertainties do 
not change considerably anymore. Today's personal computers complete such 
a task in several minutes.  

• There are many degrees of freedom in the requirement that the generated 
samples jg  “represent possible variations of the input data in the range of 
their uncertainties”. For example, the following constraints can be applied to 
fulfill this requirement at least partially: 

- For each jg  the following must hold: 

 ,
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i
gg ∑∑ ≈  (25) 

i.e. the sum of impulses of jg  is about the same as in the real 
measured proton spectrum g . Our experience shows that this 
condition holds implicitly. This is secured by high number of impulses 
in the energetic groups (thousands and more); the differences up and 
down in the individual groups balance so that the total sum of impulses 
is always approximately the same. 

- Similarly to the regularization method, it is natural to require that the 
spectrum values in adjacent energetic groups should not oscillate 
much; they should rather tie together. This condition also holds 
implicitly because the variability of number of impulses in a certain 
energetic group is very small (compared to the average number of 
impulses generated for this group). 

Uncertainties of the Integral Flux 
The integral flux is a quantity defined for a given },{1,2, nI K⊆  as  

 .ˆ=ˆ i
Ii

fFI ∑
∈

 (26) 

It can be estimated by the expression  

 .= i
Ii

fIF ∑
∈

 (27) 
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The uncertainties of the integral flux can be evaluated using the stored computed 
neutron spectra samples jf . The variance can be estimated as  
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5. Conclusion 
 Based on the EM algorithm, which was adjusted for the purposes of neutron and 
photon spectrometry, the codes NEUTRONY2 and GAMMA2 have been created using 
Mathematica 4.1, a system for computer algebra. They take the instrumental 
separation of neutron and photon impulses according to their energy. The separation is 
obtained using a two-parameter measuring system described in [14]. 

The NEUTRONY2 code evaluates data measured by cylindrical stilbene detector 
sized 10x10 mm, 20x20 mm, and 45x45 mm in the energetic range 0.1-15 MeV. The 
neutron response matrices for respective detectors were computed by Monte Carlo 
method; for several neutron energies, they were experimentally verified in PTB 
Braunschweig [15]. For the 45x45 mm detector it is possible to measure and evaluate 
the neutron and gamma spectrum concurrently. This is not possible for the smaller 
detectors because of their low detection efficiency for photons with energy over 5 
MeV. 

The output of both codes includes: 
• Neutron (resp. gamma) spectrum in numeric form with energetic step either 

0.05, 0.1, or 0.2 MeV.  
• Neutron flux density in wide energetic groups. 
• The above mentioned results are characterized by standard (resp. extended) 

type A uncertainties. 
• Graphical representation in selected scale(s) (e.g. lin-lin, log-lin etc.). 

Type B uncertainties are not part of the output since they are difficult to 
determine. They can be derived from measurement results in referential fields or from 
benchmarks. In both cases the experimental results are compared with computation of 
e.g. transport of a mixed field in precisely defined geometry and other conditions of 
computation and experiment [15]. From the comparison we can draw conclusions 
about the model, nuclear data used, measuring device operation, and evaluation of 
experimental data. 

The above described spectrometric system has been successfully used e.g. in 
experiments to quantify the protective properties of building materials and both 
military and civil objects and vehicles against penetration of neutron and photon 
radiation [16]. Another application area is acquisition of data about energetic and 
spatial distribution of a mixed field in models of segment of energetic reactors of type 
WWER 440 and WWER 1000. The data serves as a basis for evaluation of radiation 
embrittlement of reactor pressure vessel. The experiments take place in experimental 
reactor LR-0 in NRI Rez; the model of a segment of WWER is built in its vessel 
[17, 18]. 

In addition, the research of neutron sources controlled by accelerator was 
interesting, too. Such sources head towards solution to the nuclear waste problem 
using subcritical reactors [19]. 



78    J. Cvachovec and F. Cvachovec 
    
 

The work on building software and hardware equipment for the spectrometric 
system was supported by projects Reactor Dosimetry: Accurate determination and 
benchmarking of radiation field parameters [20], relevant for reactor pressure vessel 
monitoring (Fifth Framework Programme of the European Community 1998-2002) 
and Support of mathematical and physical research [21]. 

References 
[1] MATZKE, M. Propagation of Uncertainties in Unfolding Procedures. Nuclear 

methods and Instruments in Physics Research A, 2002, 476, pp. 230-241. 
[2] PEREY, F. G. Least Squares Dosimetry Unfolding: The Program STAY’SL. 

[Technical report ORNL/TM-6062]. Oak Ridge National Laboratory, 1978. 
[3] MAERKER, R. E., BROADHEAD, B. L. and WAGSCHAL, J. J. Nuclear 

Science and Engineering, 1986, 91, pp. 137-170. 
[4] KOCHEROV, N. Neutron Metrology. [Technical report, IAEA-NDS-171]. 

Vienna : International Nuclear Energy Agency, 1996. 
[5] McELROY W. N., BERG, S., CROCKETT, T. and HAWKINS, R. G. A 

Computer-Automated Iterative Method for Neutron Flux Spectra Determination 
by Foil Activation, Vol. I: A Study of the Iterative Method. [Technical report 
AFWL-TR-67-41]. US Air Force Weapons Laboratory, 1967.  

[6] MATZKE, M. Unfolding of Pulse Height Spectra. [Technical report, PTB-N-
19]. Braunschweig : Physikalisch-Technische Bundesanstalt, 1994. 

[7] ROUTTI, J. T. and SANDENBFRG, J. V. Comput. Phys. Commun., 1980, 21, 
pp. 119-144. 

[8] PHILLIPS, D. L. A Technique for the Numerical Solution of Certain Integral 
Equations of the First Kind. Journal of the ACM, 1962, 9, pp. 84-97 

[9] COWAN, G. Statistical Data Analysis. Oxford : Oxford University Press, 1998 
[10] JEFFREYS, H. Theory of Probability. Oxford : Clarendon Press, 1967. 
[11] WEISE, K. Mathematical Foundation of an Analytical Approach to Bayesian-

Statistical Monte Carlo Spectrum Unfolding [Technical report PTB-N-24]. 
Braunschweig : Physikalisch-Technische Bundesanstalt, 1995. 

[12] ZANGWILL, W. I. Nonlinear Programming. Prentice-Hall, 1969. 
[13] VARDI, Y., SHEPP, L. A. and KAUFMAN, L. A Statistical Model for Positron 

Emission Tomography. Journal of American Statistical Association, 1988, 80, 
pp. 8-20. 

[14] BUREŠ, Z., CVACHOVEC, J., CVACHOVEC, F., ČELEDA, P. and 
OŠMERA, B. Multiparameter Multichannel Analyser System for 
Characterisation of Mixed Neutron-Gamma Field in the Experimental Reactor 
LR-0. In Proceedings of the 11th International Symposium on Reactor 
Dosimetry, Brussels, 2003, pp. 194-204. 

[15] CVACHOVEC, F., CVACHOVEC, J. and TAJOVSKÝ, P. Anisotropy of Light 
Output in Response of Stilbene Detectors. Nuclear methods and Instruments in 
Physics Research A, 2002, vol. 476, pp. 200-202. 



  79 79 
 

Maximum Likelihood Estimation of a Neutron Spectrum 
and Associated Uncertainties 

 
[16] ČUDA, P. and CVACHOVEC, F. Taking Advantages of Monte Carlo 

Computing Method to Evaluate Radiation Protective Properties of Combat 
Objects. Biuletyn WIChiR, 2001, vol. 31, no. 1. 

[17] OŠMERA, B., CVACHOVEC, F., KYNCL, J. and SMUTNÝ, V. Measurement 
and Calculation of the Fast Neutron and Photon Spectra from the Core Boundry 
to the Biological Shielding in the WWER-1000 Reactor Model. Radiation 
Protection Dosimetry, 2005, 115, no. 1-4, pp. 92-94. 

[18] JÁNSKÝ, B., NOVÁK, E., TURZÍK, Z., KYNCL, J., CVACHOVEC, F., 
TRYKOV, L. and VOLKOV, V. Neutron and Gamma Spectra Measurement 
and Calculations in Benchmark Spherical Iron Assemblies with 252 Cf. 
Nuclear Methods and Instruments in Physics Research A, 2002, 476, pp. 358-
364. 

[19] BÉM, P., BURJAN, V., CVACHOVEC, F., GOTZ, M., KRÁLÍK, M., 
KROHA, V., LUKÁŠOVA, E., ŠIMEČKOVÁ, E. and VINCOUR, J. Fast 
Neutrons from Thick Helium Target Irradiated by 17 MeV Deuterons; Nuclear 
Methods and Instruments in Physics Research A, 2001, 466, no. 3, pp. 509-512. 

[20] OŠMERA, B., MAŘÍK, M., CVACHOVEC, F., TSOFIN, V., LOMAKIN, S., 
ZARITSKY, S., EGOROV, A. and BRODKIN, E. Experimental and 
Calculation Investigations of the Space-Energy Neutron and Photon 
Distribution in the Vicinity of Reactor Pressure Vessel and Surveillance 
Specimen Box of New Type in the WWER-1000 Mock-Up. Journal of ASTM 
International (JAI), 2006, 3, no. 3, pp.85-89. 

[21] CVACHOVEC, F., BUREŠ, Z., KOMÁREK, M., HOŠKOVÁ, Š., ČELEDA, 
P., BRÁZDA, A., KOMÁRKOVÁ, L., ŠAMÁNEK, M., RAČKOVÁ, P. a 
KVAPIL, D. Support of Mathematical and Physical Research. [Final report of 
specific research in 2006]. Brno : University of Defence, Faculty of Military 
Technology, 2006 [in Czech]. 

 
Acknowledgement 
The work presented in this paper has been supported in the frame of specific research 
of the Department of Mathematics and Physics. 
 






