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Abstract: 

Nowadays, Global Positioning System (GPS) applications are widely spread and affect 

all aspects of our modern lives. They can be found in many different fields, such as avia-

tion, environment, marine, space, surveying, mapping, and military operations. In mili-

tary, the GPS is employed in missile guidance, vessels and aircraft navigation, location, 

communication network timing, etc. The GPS receiver is required to be more and more 

robust to withstand harsh condition, for example losing signal or jamming. This paper 

demonstrates the implementation and simulation of an advanced tracking technique that 

is used in modern GPS receivers – a vector tracking loop. Brief related principles of a GPS 

receiver are introduced. The principle of traditional tracking loop is shown and compared 

to the vector tracking loop. An extended Kalman filter is employed as a vector tracking 

algorithm. The extended Kalman filter uses pseudo range rate, which is computed from 

both the code and the carrier to constrain the receiver velocity. The acquired results are 

compared and advantages of the vector tracking algorithm against the traditional tracking 

loop are presented in this paper, including characteristics of the vector tracking loop. 
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1. Introduction 

A typical GPS receiver must perform at least four tasks in baseband processing to de-

termine its own position. These tasks are satellites acquisition, signal tracking, naviga-

tion data decoding and navigation equation calculation. In a conventional GPS receiver, 

each satellite which is revealed at an acquisition stage is tracked in a single channel 

using a traditional tracking loop or a scalar tracking loop (STL). In the STL, its phase is 

derived by mixing and integrating the incoming signal with a local generated signal, 

while the channels work independently. On the other hand, the vector tracking loop 

(VTL) couples all tracking the channels into a single algorithm to calculate the phase of 
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the incoming signal. The advantage of the vector tracking is that the algorithm uses not 

only information from the signal integration, but also both the position and the velocity 

of the receiver and the satellites to predict the phase of the incoming signal. In case of 

one or more satellites being blocked, due to an obstacle or jamming, the algorithm can 

still track the phase of the signal in that channel by setting information from the other 

channels – like the position and the velocity of the satellite and the receiver. 

2. Scalar Signal Tracking 

A signal tracking stage plays an important role in any GPS receiver. At this stage, the 

navigation data is demodulated, and both the phase of the code and the carrier are ex-

tracted. The GPS signal uses CDMA technique and is modulated with a pseudo random 

noise (PRN code). Thus, successful code phase tracking is the key to open the carrier 

phase and then the navigation data. Signal tracking generally consists of two tasks: 

a code tracking and a carrier tracking. The code tracking can be implemented by a delay 

locked loop (DLL) and the carrier tracking task is implemented by a phase locked loop 

(PLL) or the Costas loop. The two tracking loops are coupled in one schema as shown 

in Fig. 1. 

 

Fig. 1 Code and carrier tracking in one channel [1] 

The DLL employs three local PRN codes called early, prompt and late code (E, P, 

L), whose phase differences are a half chip. The incoming code is multiplied with the 

early, prompt and late codes and afterwards the results are integrated. Waveforms of 

codes and multiplication are shown in Fig. 2. The output of the integrator is an auto 

correlation function. If incoming code and the prompt code are exactly aligned together, 

the prompt integration reaches maximum values, while the early and late integrations 

are equal. If the prompt code is faster than the incoming code, the integration increases 

in an early branch and decreases in a late branch. See Fig. 3. 

By comparing the early and late integrations, the phase of the incoming code can 

be revealed. Then, a code phase discriminator is implemented by the following equation: 
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IE, QE, IL, QL are the integrations of the in-phase and the quadrant branches after being 

multiplied with both the early and the late codes. 

 

Fig. 2 Waveforms in delay locked loop 

 

Fig. 3 Auto correlation function of PRN code [1] 

The initial code phase is generally obtained at a correlation acquisition stage. Then, 

the code phase is tracked in a tracking block. The discriminator can track the phase 

difference within ±0.5 chip. Otherwise, the code phase cannot be tracked and the signal 

is not de-spread [2]. 

Let us assume that the GPS signal is being modelled in (2) after the PRN code was 

removed by DLL. Then, the harmonic signal generator generates both the in-phase sig-

nal and the quadrant signal in intermediate frequency. They are expressed in (3) and (4): 

 ( )ϕω += t
t

Dx sin
gps

, (2) 

 tx ωsin
sin

= , (3) 

 tx ωcos
cos

= , (4) 

where Dt is the bit stream, −1 and +1, of navigation data that was modulated into a sig-

nal, ω is the angular velocity, ω = 2πfi and φ is the carrier phase of the incoming signal. 

Assuming that the carrier phase of the local harmonic signals is zero, then, a phase 

error between the incoming signal and the local signal is φ. Outputs of multiplications 

in both the in-phase branch and the quadrant branch are expressed in (5) and (6), from 
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which the constant parts and high frequency parts are separated. Then, the high fre-

quency part is filtered and the constant part remains with the navigation data. As inte-

grators act as a low pass filter, the following equations are used: 

 ( ) ( )[ ]ϕωϕωϕω +−=+= tt
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x 2sinsin
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Results of the integrations are: 
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where T is the integration time measured in samples.  

The usual amount of samples T is several thousands. Both equation parts 

Dt[cos(2ωT + φ) − cos 0]/2, and Dt[sin(2ωT + φ) − sin 0]/2 can be neglected, as their val-

ues are too small in comparison to –DtT/2cos φ and DtT/2sin φ. Then, the outputs of the 

integrators remain as follows: 
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If the PLL is locked, the phase error is supposed to be zero. Because cos φ = 1 and 

T  is a constant, the signal xIint in (11) is demodulated navigation data. Then, a carrier 

discriminator is described in the Eq. (13). 

A low pass filter is employed to reduce a noise in a phase error and to provide 

a smoother control signal to the local generators. The schema and the coefficients of the 

loop filter are given in Tab. 1 and Fig. 4. 

3. The Navigation Equation 

A pseudo range equation is represented in (14) [2]:  

 ( ) ( ) ( ) Rzzyyxxp iiii +−+−+−= 222
, (14) 
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 ( )ireci VVHp sat,losmea, −=& , (17) 

 isatii VHpp ,los mean,rec, += && , (18) 

where x, y, z are the receiver positions, xi, yi, zi represent the position of the ith satellite, 

R is the residual range, caused by a clock error, �	 = 
�� − �	�� + �� − �	�� + �� − �	��, 

and pi is the pseudo range from the receiver to the ith satellite.  

The velocity and position of the satellites are computed using ephemeris, which 

are obtained from the navigation data. The algorithm that converts orbital parameters of 

the satellite into ECEF coordinates is described in [3, 4]. 

Tab. 1 Low pass filter coefficients 

Order Coefficients 

First ω0 = 4Bn 

  a = ω0 

Second ω0 = 1 / 0.53Bn 

 a1 = ω0
2 

 a2 = 1.424 ω0 

where Bn is the noise bandwidth that is needed to calculate the coefficients a, a1, a2. 

 

Fig. 4 a) First order and b) Second order discrete filters [2] 

4. The Vector Tracking Loop and Kalman Filter 

Fig. 5 shows the difference in the structure of the STL and the VTL [5, 6]. Most com-

ponents of the STL remain in the VTL such as: a code generator, a carrier generator, 

integrators, multipliers, discriminators, etc. The difference is that each channel in the 

STL computes its own phase error to feed the local generator but the VTL combines all 

the channels together and computes the phase errors for all the channels by extended 

Kalman filter. To implement the extended Kalman filter, a code phase error and a carrier 

phase error are converted into pseudo range rates. The extended Kalman filter uses the 

pseudo range rates as a measurement vector. Then, the pseudo range rates are re-calcu-

lated and fed back to the local generators. 
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Fig. 5 Comparison structure of STL (left) and VTL (right) [5, 6] 

 

The Kalman filter is a mathematical algorithm, which probabilistically combines 

different resources of information together to produce the best output. A model of the 

Kalman filter is described in (19) and (20): 

 111 −−− ++= kkkk wBuGxx , (19) 

 kkk v+= Hxz , (20) 

Equation (19) describes the dependence of the system state on time and is called 

a time transition equation, where x is  the state vector of the system, G is  the transition 

matrix, B is  the control matrix, u is  the control vector, k represents  the time step and 

w is  the white noise, which is given by probability function p(w) = N(0, Q). 

Equation (20) is called a measurement equation, where z is  the measuring vector 

of  the state x, H is  the measurement matrix and v is  the white noise, which is charac-

terised by the probability function p(v) = N(0, R). 

Application of the Kalman filter to the system, modelled in (19) and (20), can be 

described in two stages: A time update stage (or prediction) and a measurement update 

stage [7, 8]. 

The time update stage: 

 11 −− += kkk BuGxx , (21) 

 Qkk += −
T

1GGPP , (22) 

The measurement update stage:  
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 ( )kkkkk xHzKxx −+= , (24) 

 ( ) kkkK PHKIP −= , (25) 

where the notation “−” represents the prior state, in which the current state is updated 

from the previous state, but not updated by the measurement yet. 

If the transition equation and the measurement equation are not linear, the extended 

Kalman filter is used instead. The extended Kalman filter is the Kalman filter applied to 

a linearized form of a non-linearized model. 
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5. Implementation and Simulation 

The simulation model is built in MATLAB using a GPS signal, which is recorded by 

GNSS software receiver. The incoming GPS signal is converted into 5.5 MHz of inter-

mediate frequency, sampled at 20.480 MHz and then sent to a computer in 2-bits format. 

As the PRN code rate is about 1.023 MHz, each chip in code is sampled 20 times 

(20.480 / 1.023). The local PRN code is generated using the algorithm described in [3]. 

The code discriminator and the carrier discriminator are described in (1) and (13). 

The schema of the simulation is described in the state machine in Fig. 6. To retrieve 

the initial code phase, an acquisition block is employed to correlate the incoming signal 

with the local signal. Doppler frequency of the GPS signal falls into the interval 

±9.2 kHz [9, 10]. The chosen range (±10 kHz) is then divided into 40 intervals, 500 Hz 

each. At these stages, the acquisition engine searches for satellites in two dimensions: 

32 PRN codes and 40 frequency bins. The outputs of the acquisition stage are satellites 

currently in view, their initial code phase and their carrier Doppler shift. The receiver 

delivers the satellites with their initial code phase, PRN number and their Doppler shift 

to the scalar tracking stage. Each channel tracks one satellite and the integration time in 

the tracking loops is 1 millisecond. The tracking stage runs until the length of the tracked 

signal is at least 5 sub-frames. Each sub-frame, which contains 300 navigation bits at 

50 Hz of a bit rate, is about 6 seconds long. Then, the receiver jumps to the decoding 

stage, decodes the navigation data and sends a navigation message to the positioning 

stage. The positioning stage uses a code phase and a carrier phase, which were obtained 

from the scalar tracking stage, to formulate the pseudo ranges and to compute the re-

ceiver position. After calculating the receiver position, the receiver returns to the scalar 

tracking stage only if the vector tracking option is not enabled. Otherwise, the receiver 

jumps to the vector tracking stage.  

In the extended Kalman filter, the state vector is the receiver velocity ���×�� =
��� , �� , �� , �� �. The pseudo range rate can be derived from both the code phase and the 

carrier phase errors, thus the measurement matrix of light is a double size of the sight 

matrix. Transition matrices G(4×4) and measurement matrices H(10×4) are given in (26) 

and (27). The measurement matrices consist of a pseudo range rate, which is invoked 

by the movement of the receiver. They are calculated by (28), (29), (30) and (31). 
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where fdop is Doppler shift, facq is Doppler frequency acquired in an acquisition stage and 

c is the speed of light. 

After each step of the Kalman filter, a code phase and a carrier phase are re-calcu-

lated using newly the value of the receiver velocity. 

To test the performance of the VTL, the phase error feedback is interrupted to sim-

ulate a blocked signal. Instead of using the correct code phase, a local PRN random code 

phase is applied incorrectly to multiply with the incoming signal. Since the GPS signal 

spectrum is spread by the PRN code, the code phase is critical to unlock and compress 

the spectrum. And as the GPS signal level on ground is about −158 dBW [3], much 

lower than the thermal noise level, the interrupting code phase takes effect in the same 

way as when the incoming signal is absent. 

 

 

Fig. 6 State machine of simulation 
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6. Results 

6.1. Comparison of the VTL and the STL 

After 74 seconds, the acquisition and tracking blocks acquire 5 satellites with PRN num-

ber: 8, 11, 14, 22 and 27. Fig. 7 shows the position of the satellites currently in-view in 

the sky. Information about the state of the satellites such as their Doppler frequency, 

pseudo range and pseudo range rate are described in Tab. 2. Then, the receiver runs the 

simulation for the vector tracking and the scalar tracking. In this simulation, the satel-

lites were set up for a random interruption time, which is described in Tab. 3. The sim-

ulation runs for 16 seconds. 

Tab. 2 Satellite parameters 

Satellites 8 11 14 22 27 

Doppler [Hz] −685 2 524 1 439 −1 997 −2 793 

Pseudo range [m] 20 524 418 21 197 291 22 250 490 21 507 245 21 707 262 

Range rate [m/s] 1 306 −479 −272 380 532 

Tab. 3 Interrupt time of satellites 

Satellite 8 11 14 22 27 

Interrupting time [s] 2 ÷ 4 2 ÷ 6 3 ÷ 6 4 ÷ 11 7 ÷ 12 

Fig. 8, 9 and 10 show the state of three channels in the first simulation. The top 

subplot expresses a code phase error; the following subplot is a code phase that is an 

integration of the code phase error; and the two bottom subplots are amplitudes of the 

incoming signals after de-spreading. Blue lines are signals of the scalar tracking and the 

orange lines are signals of the vector tracking algorithm. The green vertical markers 

indicate the time when the signal started interrupting and stopped interrupting. 

The raising level of the de-spread signal indicates that the code phase was tracked 

correctly. Figs. 8, 9 and 10 show that the VTL tracked the signal correctly in all available 

channels. The situation in the STL was opposite. Channel 14 suffered and all the rest 

lost the code phase. In the STL when the signal was turned off, the phase error was the 

only noise random value. The integration of the random signal produced a random walk-

ing signal, thus the code phase in the scalar tracking channels diverged after the signal 

was turned off. When the signal returned, without a correct code phase, the incoming 

signal could not be de-spread and the amplitude of the signal remained a noise. That is 

what happened to channels 8, 11, 22, 27. The code phase subplot shows that the code 

signal was completely different to the correct value. In channel 14, the code phase di-

verged while the time signal was turned off, however, the difference was not too big and 

it could still catch the correct phase after the signal returned. This error was reduced 

when the signal was turned off for a longer time. 

6.2. The influence of quantity of channels upon VTL performance 

This simulation demonstrated the influence of quantity of channels on the performance 

of the VTL. The simulation was run for four times. First time, only channel 8 was inter-

rupted so it was supported by all four channels. Second time, channels 8 and 11 were 

interrupted, so that channel 8 was supported by only three channels. Then, 11 and 14 

were interrupted and in the last run, channels 8, 11, 14 and 22 were interrupted. Inter-

rupting time was 30 seconds, from second one to second 31. 
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Fig. 7 Sky plot of the in-view satellites 

 

Fig. 8 Signal in channel 8 

 

 

Fig. 9 Signal in channel 11 

 

Fig. 10 Signal in channel 14 
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Fig. 11 De-spread signal PRN 8 in dif-

ference numbers of supporting channels 

 

Fig. 12 Code phase PRN 8 in difference 

numbers of supporting channels 

In Fig. 11, the raising amplitude of the de-spread signal at 31th second indicates 

that the code phase was tracked correctly with the support of three or four channels. 

With two supporting channels, the amplitude was dropped a little. With only one sup-

porting channel, the VTL was not able to track channel 8 during the 30 seconds of the 

signal being turned off. Fig. 12 shows the code phase of channel 8. The top subplot is 

the full time code phase in the simulation. The bottom subplot is a zoom view at the end 

of the simulation. The code phases, in the situation with three or four supporting chan-

nels, gathered relatively close to each other. With two supporting channels, the code 

phase diverged a little, and in case of one supporting channel, the difference is relatively 

large.  

This simulation showed that the channels do influence the VTL and the larger the 

amount of channels used in the loop, the better tracking ability of the whole algorithm. 

7. Conclusion  

This paper presented the implementation, simulation and analysis of the VTL character-

istic by using the extended Kalman filter. Principles of the tracking loops and the VTL 

were shown. Structure of the extended Kalman filter was described by equations. 

The experiments shown in chapter 4 were conducted to compare the STL and the 

VTL in the first case and robustness of the VTL itself in the second case. Because the 
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VTL keeps code phase and carrier phase via Kalman filtering, the VTL is able to almost 

instantaneously recover tracking of previously lost signal. The presented simulation also 

showed that within 2 to 4 seconds of the signal not being available, the code phase was 

mostly lost in the STL, while the VTL only suffered during that interval. The results 

allow us to state that the VTL demonstrated superior performance against the traditional 

STL. In the second case of experiments, the VTL proved the robustness of the tracking 

loop in case of single or multiple PRN signal losses. The simulation showed us that if 

you want to track the code phase in channel suffering signal loss, the VTL only needs 

two other supporting channels (meaning other existing signals with different PRN). 

However, the VTL also has a disadvantage, because it is a very computationally de-

manding process requiring the state of the art computers and DSP devices. 
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