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Abstract: 

A novel beamforming technique that resembles the principle of interference is proposed 

for sonar arrays to suppress the side lobes while the main lobe is kept intact. It uses two 

window functions. The first one is a rectangular function that produces a primary beam 

pattern. A secondary new window function is derived and its beam pattern is steered 

such that the null or trough of the main lobe of the new window coincides with the peak 

or crest of the first side lobe of the rectangular window and so on to other major side 

lobes. Pattern multiplication was used to get a final beam pattern. The approach is 

simulated and verified through a sonar array with 24 hydrophone sensors. 
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1 Introduction 

Surveillance against the surface and subsurface targets at sea and coast and the har-

bour are the most complex and challenging operational issues for the modern navy in 

the current turbulent global political climate. Most of the surveillance instruments 

fitted in seagoing vessels use different types of sonar systems. Sonar with a large 

number of hydrophone arrays is widely used to detect and process acoustic signals that 

arrive from various directions in the ocean due to their advantages having higher gain, 

directivity, and signal-to-noise ratio (SNR) compared to a single hydrophone [1]. So-

nar beamforming is a technique for the estimation of the spatial Fourier wave number 

spectrum from measurements of a spatially varying acoustic field and thereby used to 

improve SNR for detecting targets and their bearing. Hypothetically, no sonar array 

can emit or receive all the energy in one preferred direction. Always some energy is 

inevitably distributed in other directions with relatively lower levels than the main 
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direction. These smaller crests are referred to as side lobes represented in decibel [dB] 

down from the main beam and represented as side lobe levels (SLL). 

The critical design issue in beamforming is the selection of a proper window 

function, which depends on the geometry of the array. Some of the major problems 

existing in current sonar systems, which could not be addressed to date, are mainly due 

to hardware limitations. Distortion in the output of the beam pattern due to the ampli-

tude, phase and position inaccuracies of individual hydrophones of the sonar array 

results in multiple display lines representing false targets in the sonar display, which is 

considered to be a major problem. Increased beamwidth and masking of weak targets 

by strong targets that are associated with window functions are other problems. The 

main goal of the beamformer is to generate a beam with a narrow main lobe and low 

side lobes, which unfortunately are two contrasting objectives. 

Another vital problem in the beamforming technique is determining the shading 

coefficients or the weightage to be applied at the output of each hydrophone sensor 

with respect to the other hydrophones of the array for greater side lobe reduction [2]. 

These shading coefficients or weightage factors help to reduce the SLL at the expense 

of the main lobe widths [3] and array gain. The desired goal is to maximize the energy 

over the main beam and minimize the energy over the side lobes by holding the total 

energy to be conserved [4]. Practically, it is achieved by superimposing a suitable 

window of arbitrary shape over the main beam with a certain weighing factor along 

the spatial distribution of the array. Ideally, these shading coefficients should be robust 

enough to generate significant performance [5]. The array pattern should ideally yield 

a high array gain, directivity, low SLL, controllable beamwidth, good pattern charac-

teristics and azimuthally better symmetry [6]. This is required to provide high 

bandwidth and quality sonar for operation in the ocean. It is apparent that the weight 

functions with finite aperture windows are the key deciding factors working to control 

and identify undesirable side lobes, perhaps with performance trade-offs. 

Many types of weightage factors with window arrangements have been reported 

over the years to accomplish various optimizations. Finding or determining an opti-

mum window function for some specific purposes has been the subject of research 

even today. Yang et al. [7] first reported an optimization method based on differential 

evolution to suppress the side lobes in linear antenna arrays. During the last decade, 

various works like utilization of differential evolution methods [8-10], genetic algo-

rithms [11], simulated annealing [12, 13], particle swarm optimization [14-16], cuckoo 

search algorithm [17-18] and artificial neural networks [19-20] etc. were reported in 

the direction of reducing side lobes for the desired pattern at the interested operating 

frequency band. However, almost all of them were learnt to have performed well with 

the applications in their desired operational scenario. It is understood that the different 

amplitude windows yield far-field beam patterns with different side lobe levels and 

beamwidths. It is also seen that, as side lobe levels decrease, beamwidth generally 

increases. Most of these techniques were verified and implemented in RF antenna 

research and developments [7]. But only a few of them were successfully tested in 

sonar beamforming. 

The most successful and used method in sonar beamforming is based on the 

Dolph-Chebyshev window. The main advantage of this method is its capability to 

optimize such far-field beam patterns which enable to achieve the narrowest main lobe 

beamwidth for any specified side lobe level and also for the lowest possible side lobe 

level relative to the main lobe. On the other hand, the disadvantage of this method is 

that as the weighting factors of each element in the array are not equal, the effective 
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sensitivity gets degraded [21-26]. Further, the window function gets influenced largely 

by the hydrophone elements in the centre of the array. Perhaps this method is good for 

beamforming for spatial imaging applications, but not so good for cases where control 

of frequency artefacts is essential, mainly when they are operated for sonar beamform-

ing. This is because in practical sonars having a large sensor array, various 

inaccuracies, like position error in hydrophone elements spacing, errors in amplitude 

and phase, are normally encountered. This is in addition to the clutter environments 

with high ocean dynamics where the sonar systems are operated, making it inadequate, 

hence there is a need for more attempts to reduce the sparse in window functions, 

especially for sonar beamforming so that a broader scope can be accomplished. An-

other important method utilized for reducing the SLL is based on product theorem 

[27], wherein the elements in the array are considered to be directional to achieve the 

final beam, which is practically very complex. 

This paper introduces a relatively simple and computationally efficient method in 

which robust rectangular weighing vectors were used to obtain the fundamental beam 

pattern. Thereafter, another new window function is used in such a way that two sets 

of window functions were operated for each aperture window innovatively for the 

final beamforming. The crests of two windows are multiplied to obtain the primary 

main beam and its veracity is maintained based on the constructive interference prin-

ciple used in optics. Likewise, the crest on one beam pattern with the trough of the 

second window is multiplied to obtain the side lobes based on the destructive interfer-

ence principle. Thereby, it greatly simplifies the difficulties that arise randomly in 

most of the sonar beamforming techniques. Numerical examples for a sonar array with 

24 hydrophone elements are presented exhibiting ultra-low side lobes. The results 

obtained with the present method are compared with those obtained by other beam-

forming techniques to highlight the improvements and the robustness of the present 

method. Section 2 of the paper examines the properties of rectangular and Dolph-

Chebyshev window functions to demonstrate how familiar functions succeed or fail to 

meet the objectives of obtaining lower SLL, narrow main beam, etc. The proposed 

window function is described in Section 3 along with the beamformer. Simulation and 

implementation are described in Section 4 followed by the conclusion in Section 5. 

2 Methodology 

The basic sonar system consists of the following important functional blocks as illus-

trated in Fig. 1. 

 

Fig. 1 Basic building blocks of a sonar array 

The sonar sensor array consists of a set of hydrophone elements arranged opti-

mally. The data acquisition block receives the signals from individual hydrophones 
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and carries out signal condition in both time and spectral domain. The most important 

block is the beamformer which provides the direction of arrival and improves the SNR 

of an incoming acoustic signal. The detection processor block provides the detection 

with control on the given probability of detection and probability of false alarm. The 

display processor block quantizes the detector output into a presentable form for dis-

play. The present work mainly focuses on the beamformer concepts and their effects. 

Consider a linear array of hydrophones with an inter-element spacing of λ/2, 

where λ is the wavelength that corresponds to the maximum acoustic frequency of the 

considered acoustic band in water, which is received from a far-field acoustic source 

as shown in Fig. 2. Consider an acoustic source is placed at the broad-side of a sonar 

array and its wave impinges perpendicular to the plane of the sonar array, then the 

outputs of each hydrophone are in phase and will add up coherently. Correspondingly, 

the beam pattern will be formed with the beam centring at 0°, as shown by the solid 

line in the bottom curve of Fig. 2. As the acoustic source is moved around the sonar 

array or when the sonar array is rotated with respect to the acoustic source and when 

the acoustic wave impinges at an angle with respect to the normal of the hydrophone 

elements, then the hydrophones receive signals with different time delays. In such a 

situation, the outputs of each hydrophone no longer add coherently and the peak gets 

shifted after the adder. To cater to this, suitable mathematical manipulations or beam-

forming techniques need to be applied to ensure a better beam pattern with higher gain 

from all the hydrophone elements. 

In this context, the two most familiar window functions that are frequently used 

by beamforming designers are examined here to provide a background for discussions. 

Window functions are used in harmonic analysis to reduce the undesirable effects 

related to spectral leakage. Window functions influence many attributes that include 

detectability, resolution, dynamic range and ease of implementation. The SLL is usual-

ly expressed as a ratio of the power density in that lobe relative to that of the main 

lobe expressed in dB. On the other hand, the SLL is the amplitude of the side lobe 

normalized to the peak of the main beam. The highest side lobe is usually the lobe 

closest to the main beam. The SLL can be controlled by employing proper weightage 

to individual hydrophone elements. There are many popular window functions namely 

Rectangle, Triangle, cosα(t), Hann, Hamming, short cosine series, Blackman, Harris-

Nutall, Sampled Kaiser-Bessel, parabolic, Riemann, Tukey, Bohman, Poisson, Hann-

Poisson, Cauchy, Gaussian, Dolph-Chebyshev, Kaiser-Bessel Barcilon-Themes etc., 

which are mostly used for sonar beamforming [26]. 

The main deciding factors that highlight the efficiency of a particular window 

function for any application are the highest side lobe level [dB], side lobe fall rate 

[dB/Octave], coherent gain, 3.0 dB beamwidth, etc. The theoretical values of these 

factors for some of the window functions are given in Tab. 1. The lowest value for 

highest SLL, highest fall rate in the side lobes, maximum coherent gain and minimum 

beamwidth are the most desirable outputs from any of the beamformer. 

2.1 Rectangular Window 

The rectangle window is unity over the observation interval and can be thought of as 

a gating sequence applied to the data so that they are of finite extent. For a simple 

linear array of N hydrophone elements as shown in Fig. 2, the window is defined as 

 ( ) 1 for , , 1,0, 1, ,
2 2

N N
w n n= = − − + +⋯ ⋯   (1) 
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Fig. 2 Schematic of time-domain beamforming with broadside  

and off-broadside targets 

At the output of the adder, the output B(θ) will take the simple arithmetic sum of 

the outputs of the individual hydrophone elements, scaled by a factor 1/N so that the 

polar response maximum is unity, irrespective of the number of hydrophone elements 

in the array [25], 

 ( )
π

sin sin
1

sin sin

N d

B
NdN

θ
λθ

θ
λ

 
 
 = ⋅
 
 
 

  (2) 

For the inter-element spacing distance between the hydrophone elements, d = λ/2, 
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The beam pattern obtained using the rectangular window function for a sonar ar-

ray with 24 hydrophone elements separated by an inter-element spacing of λ/2 is 

shown in Fig. 3. All the hydrophone elements in the array are given an equal weight-

age. The obtained beam pattern exhibits the first SLL of −13 dB below the peak of the 

main lobe and the second side lobe at −17.68 dB below. The width of the main beam is 

~4.2°. The first nulls are seen at ~±4.8°, second nulls are seen at ~±9.6°and the third 

nulls are seen at ~±14.5°. Since all the hydrophone elements with equal weights have 

contributed to beamforming, the array sensitivity is observed to be maximum with 

a high gain in array SNR of 13.8 dB. As seen from Fig. 3, the higher SLL is the most 

undesirable feature of this window function. 
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Fig. 3 Beam pattern for rectangular window function with 24 elements array 

2.2 Dolph-Chebyshev Window 

The criterion addressed by the Dolph-Chebyshev window is that its Fourier transform 

exhibits the narrowest main lobe and adjustable SLLs. The Fourier Transform of the 

window is a mapping of the N-th order algebraic Chebyshev polynomial to the N-th 

order trigonometric Chebyshev polynomial by a relationship TN(x) = cos(Nq). The 

Dolph-Chebyshev window is defined in terms of uniformly spaced samples of its Fou-

rier Transform as 
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The term β is defined as β = cosh[1/N cosh–110α], where α = –A/16.6. Here, A is 

SLL represented in dB. The discrete-time Dolph-Chebyshev window is obtained by 

taking the inverse discrete Fourier transform (DFT) of W(k) and normalizing the result 

to a peak value of 1 as 
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For a sonar array with 24 hydrophone elements, the obtained discrete-time 

Dolph-Chebyshev window is shown in Fig. 4 and indicates the weighing factor to each 

hydrophone elements in the array. 
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Fig. 4 The Dolph-Chebyshev window used for a sonar array with 24 elements 

The beam pattern obtained using Dolph-Chebyshev window function for a sonar 

array with 24 hydrophones separated by an inter-element spacing of λ/2 is shown in 

Fig. 5. 

 

Fig. 5 Beam pattern for Dolph-Chebyshev window with 24 elements array 

As seen from Fig. 5, this window function exhibits equal ripples at the specified 

SLL. The constant level side lobes levels are inherited from the Chebyshev polynomial 

and as such contain impulses in its time series. These impulses are located at the win-

dow boundaries. Windows with constant SLL, while optimal in the sense of equal 

ripple approximation, are suboptimal in terms of their integrated SLL. It is observed in 

Fig. 5 that a uniform SLL is formed approximately at −57 dB for a given α = 3.5. The 

3 dB beamwidth increased with a factor of approximately 1.7 as that of the rectangular 

window. However, a reduction in array gain by approximately a factor of 0.45 is ob-

served, which is undesirable. 
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3 Present Method 

In the cases of the rectangular window or Dolph-Chebyshev window methods, it is 

assumed that the individual hydrophone elements have an omnidirectional response. 

The parameters of the beam pattern can be improved using directional hydrophone 

elements and product theorem [27]. However, the construction of identical directional 

hydrophones in a large number especially on the lower frequency side of an acoustic 

spectrum for a large sonar array is complex and costly. The advantage of the product 

theorem is adopted in the present method but using only the omnidirectional hydro-

phones. On the other hand, two different window functions are used independently on 

the entire sonar array and thereby two different beam patterns are generated. A final 

beam pattern is obtained by the cross product of these two beam patterns innovatively 

as explained in the following lines. The new beamformer scheme is shown in Fig. 6. 

 

Fig. 6 Schematic of the present beamforming method 

It is learnt from Section 2.1 and previous discussions that beam pattern obtained 

using a rectangular window has minimum beamwidth, maximum array sensitivity and 

maximum tolerance to array parameters while having the only disadvantage of higher 

SLL. Therefore, the rectangular window is chosen to be one of the window functions 

to be used in the present method. The second window function is derived from the 

Dolph-Chebyshev window with α = 1.414. This second window is selected to form 

a beam pattern in such a way that the trough positions belonging to the side lobes of 

this beam pattern coincide with the crest positions belonging to the side lobes of the 

rectangular window without affecting the main lobe with the use of null steering. The 

corresponding discrete-time Dolph-Chebyshev window obtained by taking the shifted 

inverse DFT of W(k) and normalizing the result to a peak value of 1 are 
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The discrete-time Dolph-Chebyshev window obtained for the considered sonar 

array with 24 hydrophone elements is shown in Fig. 7 and provides the weighing fac-

tor to all the hydrophone elements in the array. 

4 Results and Discussion 

In the present method, pattern multiplication is employed to get the best advantage of 

the rectangular window. Fig. 8 shows the obtained beam patterns with the rectangular 

and the new windows. It is seen from Fig. 8 that the beam pattern has been steered in 
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such a way that the null or trough of the main lobe belonging to the new window coin-

cides with the peak or crest of the first side lobe belonging to the rectangular window. 

Similar null coinciding points are seen for a few other major side lobes. 

 

Fig. 7 New window used for a sonar array with 24 hydrophone elements 

 

Fig. 8 Beam patterns of rectangular and new windows 

Fig. 9 illustrates the final product beam pattern obtained using the present ap-

proach by pattern multiplication of beam patterns corresponding to the rectangular and 

new window-based beams shown in Fig. 8. It is noticeable that the steered nulls of the 

new window brought down the prominent side lobes of the rectangular window with-

out affecting the main beamwidth and array sensitivity. On the other hand, Fig. 9 

demonstrates the efficacy of the present method in suppressing the side lobes in beam-

forming. 

An ideal beamformer expects a planar wavefront. On the other hand, all the hy-

drophone elements in the array are expected to face the wavefronts in the same phase 

for forming a perfect broadside beam. For a given wavelength λ and aperture length D, 

the planar wavefront can be achieved when the array is at a far-field, i.e. a distance 

greater than 2D2/λ. A wavefront with wavelength λ travelling through a distance of d 
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will experience a phase change of 2πd/λ. On the other hand, a wave with a wavelength 

of 0.5 m can experience a phase change of ±0.0628 rad (±3.6°) which corresponds to 

an error of ±0.5 mm in its sensor element position. For the present sonar array with 24 

hydrophone elements and λ/2 inter-element spacing, the far-field distance is 288λ. The 

main factor which affects the beam pattern is the phase error manifesting out of varia-

tion in inter-element distance referred here as ‘the location’ and planarity of array 

aperture. Yet, the other array parameter which affects the beam pattern is the variation 

between the sensitivity of the hydrophone elements. An ideal beam is formed in 

broadside only when the hydrophone element sensitivity is omnidirectional and identi-

cal. 

 

Fig. 9 The resultant beam pattern obtained using the present method 

To see the effects of the above-mentioned uncertainties in the beamforming, 

a sonar array with 24 hydrophone elements and a cumulative amplitude error of 10 % 

due to some of the inevitable uncertainties like the error in the amplitude of individual 

hydrophones due to the inaccuracies in λ/2 location, array integrity and sensitivity 

mismatch etc. is considered for analysis. The magnitude of perturbation observed in 

the case of the rectangular window and Dolph-Chebyshev window-based beamformer 

is shown in Figs 10 and 11, respectively. 

 

Fig. 10 Magnitude of perturbation in beam patterns with rectangular window 
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Fig. 11 Magnitude of perturbation in beam patterns with Dolph-Chebyshev window 

The graphs shown in Figs 10 and 11 obtained by simulation show that the magni-

tude of perturbation in rectangular window-based beamformer is much lower than that 

of the Dolph-Chebyshev window-based beamformer. In other words, the rectangular 

window-based beamformer is more robust than the Dolph-Chebyshev window-based 

beamformer. However, it is obvious from Figs 10 and 11 that the side lobes in both the 

cases increase even for a small 10 % perturbation in amplitude, making both beam-

formers unsuitable in most of the sonar systems as small inaccuracies in locations of 

individual hydrophones, identical sensitivity and other inaccuracies introduced during 

the manufacturing of hydrophones and their integration are unavoidable. 

The simulation result of the beamformer with the new method, for the same array 

and perturbations, is shown in Fig. 12. It is observed that there is no considerable dis-

tortion in lobes up to ±30°. This is the main advantage of destructive interference-

based pattern multiplication adopted in the present method. However, beyond ±30°, 

marginal increases in the side lobes are noticed, which does not affect any sonar op-

eration as they are far away from the main look angle. 

 

Fig. 12 Magnitude of perturbation in beam patterns in the new method 
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Performance comparison of different beamforming methods is carried out and the 

results are tabulated in Tab. 1, which highlights the highest SLL, SLL fall rate, effec-

tive utilization factor of the array elements and increase in 3 dB beamwidth of the 

main lobe relative to that of the rectangular window. 

Tab. 1 Comparison of beamforming performance parameters with different window 

functions [26] 

Window 
Highest 

SLL [dB] 

Side Lobe  

Fall rate  

[dB/Octave] 

Effective 

utilization 

factor 

Increase in 

3 dB Beamwidth 

Rectangle × Rectangle –26 –12 1.000 1.000 

Present Method 

(Rectangle × New Win-

dow) 

–38 –14 0.956 1.087 

5 Conclusions 

A simple concept of beamforming in the sonar system is reported in this paper. The 

method uses pattern multiplication of two different beam patterns which are obtained 

using a rectangular and a modified null steered Dolph-Chebyshev window functions. 

The pattern multiplication is implemented in such a way that it follows the destructive 

interference principle to reduce the SLLs. The advantages of the new method are 

demonstrated in comparison to other popular methods used in beamforming. The sta-

bility of the present technique is verified with some of the inevitable uncertainties, 

such as the error occurrence in the amplitude of individual hydrophones due to the 

inaccuracies in λ/2 location, array integrity and sensitivity mismatch, etc. This new 

technique is found to be robust in sonar beamforming which can tackle problems asso-

ciated with array sensitivity, intolerance to array parameters and can yield better 

performance. A close to unity value in effective utilization factor and beamwidth was 

achieved. The deterioration in other parameters has not been frequently observed. 

However, the deterioration effects cannot be ignored if the optimization tries to align 

all the nulls of one window function to the peaks of the other. The authors are carrying 

out a sustained investigation in this aspect and the result would be communicated in 

succession. 
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